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Abstract 

In Arabic natural language processing (NLP), automatic text diacritization is a 

major obstacle, and progress has been slow when compared to other language 

processing tasks. Automatic diacritical marking of Arabic text is proposed in this 

work using the first transformer-based paradigm designed solely for this task. By 

taking advantage of the attention mechanism, our system is able to capture more of 

the innate patterns in Arabic, surpassing the performance of both rule-based 

alternatives and neural network techniques. The model trained with the Clean-50 

dataset had a diacritic error rate (DER) of 2.03%, even though the model trained 

with the Clean-400 dataset had a DER of 1.37%. As compared to state-of-the-art 

results, the improvement for the Clean-50 dataset is minimal. However, for the 

larger Clean-400 dataset, it is a notable improvement, indicating that this approach 

can deliver more accurate solutions for applications requiring precise diacritical 

marks with larger datasets. Additionally, this method achieves a DER of 1.21% for 

the Clean-400 dataset, and it performs even better when given extended input text 

with overlapping windows. 
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1. Introduction 

Natural language processing (NLP) tasks presented by Arabic exhibit unique obstacles due to the language’s 

complicated orthographic system as well as its rich linguistic legacy. Along with the glottal stop (Hamza), the 

three long vowels (Alef, Waw, and Yeh) as well as twenty-five consonantal letters make up Arabic’s complete 

alphabet. In addition, there are a total of 36 variants, with six variations for the letter Hamza, two variations for 

the letter Teh, as well as two variations for the letter Alef. Depending on where they appear in a word, each of 

these letters can take one of four possible forms. 

To aid with both word pronunciation as well as comprehension, Arabic makes use of diacritics in addition to 

letters. A tiny mark that can be placed above or below the letter is called a diacritic. There are three primary 

categories of Arabic diacritics: vowel diacritics, nunation diacritics, as well as Shadda. Diacritical signs for 

vowels are Fatha, Damma, Kasra, as well as Sukun which denotes the lack of a vowel. Diacritics for nunation 

are written in a way that resembles the doubled forms of the short vowels Fathatan, Dammatan, as well as 
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Kasratan. A short vowel sound followed by an unwritten sound is represented by the Arabic letter "nunation" 

diacritics. Shadda is a diacritical mark that doubles consonants. A nunation or a single vowel diacritic may 

follow Shadda. With the letter "Dal" as an example, you can see the Arabic diacritics as well as how to 

pronounce them in Table 1. 

Table 1. Primary Arabic diacritics (example is using the letter Dal ( د) with the sound /d/) 

Diacritic name Example Sound 

Fatha   د /da/ 

Damma   د /du/ 

Kasra   د /di/ 

Fathatan   د /dan/ 

Dammatan   د /dun/ 

Kasratan   د /din/ 

Sukun   د /d/ 

Shadda   د /dd/ 

The absence of diacritical marks (or Tashkeel) in numerous publications, such as magazines, books, as well as 

other materials, poses a substantial obstacle to Arabic text processing. It is widely believed—and rightfully so—

that context may often clarify the intended meaning. This is left out to save time as well as effort. In order to 

clarify word meanings, guarantee correct pronunciation, as well as improve overall understanding, diacritical 

marks are necessary. But even native speakers could struggle to always employ the right diacritical marks in 

the right situations. 

Texts with diacritical marks are required as training input for many NLP applications, including automated 

voice recognition, speech synthesis, automatic language translation, as well as many more [1]. To get around 

these problems, automatic Arabic text diacritization, which involves marking undiacritized Arabic text with 

diacritical marks, has grown into a crucial field of study in natural language processing. Historically, rule-based 

approaches to automatic Arabic text diacritization have been used, which frequently necessitate substantial 

language expertise as well as intricate rules that have been hand-crafted [2]. However, the complexity as well 

as context-dependence of diacritization are difficult for these methods to grasp. 

Several artificial intelligence (AI) tasks, particularly those involving computer vision as well as natural language 

processing, have recently attained state-of-the-art outcomes thanks to deep learning techniques. Many natural 

language processing (NLP) applications, such as sentiment analysis, text summarization, as well as machine 

translation, have been transformed by the advent of deep learning approaches, especially transformer-based 

models. Because of its capacity to capture contextual linkages within sequences as well as long-range 

dependencies, the transformer model—introduced in [3]—has become extremely popular in natural language 

processing. A major shortcoming of the Arabic NLP community is the relatively low rate of adoption of deep 

learning methods. This constraint persists even in NLP specializations like sentiment analysis where deep 

learning techniques have become very popular. 

Our objective in this study is to model a system for the automatic diacritization of Arabic text using the attention 

mechanism in a deep network. Transformers are able to accurately provide diacritized output by capturing the 

underlying patterns in Arabic text using the attention mechanism. As a data-driven method for automatic 

diacritization, transformer models are able to understand patterns of diacritization as well as generalize 

effectively to unseen material. More precise as well as efficient solutions are on the horizon thanks to the 

encouraging findings of using transformers for automatic Arabic text diacritization. The innovative sampling 

strategy that emphasizes training on underperforming samples as well as the deployment of a transformer-based 

model for Arabic text diacritization are our contributions.  
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2. Literature review 

Various approaches have been taken to address the diacritization problem in Arabic text. Still, we need to keep 

working on this topic so we can get better at research. One can classify diacritization systems as either rule-

based, statistical, or hybrid. 

To address the diacritization issue, rule-based systems use a set of well-defined rules that are created by drawing 

on human knowledge found in dictionaries as well as morphological as well as grammatical patterns. While 

rule-based techniques are capable of producing adequate outcomes, their efficacy is contingent upon human 

knowledge as well as necessitates frequent rule revisions. 

Shaalan delves into the use of a rule-based approach to build NLP systems, mostly with strong linguistic 

expertise, in [2]. He presents an Arabic-specific morphological analyzer as well as a syntax analyzer. In the 

absence of easily accessible large corpora, our work highlights the relevance of this technique, especially for 

languages having complicated morphology. 

For an additional investigation in the same field, see [4]. Metwally et al. present a system for diacritizing Arabic 

text in this study. The system takes into account both syntactic as well as morphological diacritization of input 

word sequences. It doesn't matter where a word is in a phrase; its dictionary definition is the only determinant 

in morphological diacritization, which entails restoring diacritics based on that definition alone. Using context, 

native Arabic speakers usually have no trouble predicting these diacritics. The function of the word within the 

parsing tree of the sentence determines the syntactic diacritics. Even for native Arabic speakers, it can be 

difficult to accurately apply the intricate criteria that decide the syntactic diacritic for each word. There are a 

total of three levels that make up the system; Metwally et al.'s system, in its first layer, employs Hidden Markov 

models (HMM) to morphologically analyze previously encountered words. For terms that aren't in the lexicon, 

the morphological diacritization is handled by an external morphological analyzer at the next layer. For the 

syntactic diacritization of every word, the last layer uses conditional random fields (CRF). With a syntactic 

WER of 9.4% as well as a morphological WER of 4.3%, the suggested approach performs admirably. Typically 

used to evaluate state-of-the-art systems in this discipline, the evaluation made use of the widely known 

benchmark datasets from the LDC Arabic Treebank Part 3 project. 

The creation of diacritics, an essential step in the phonetization process, is a connected issue. El-Imam [5] uses 

a dictionary of uncommon terms as well as a set of rules for the syntax as well as the morphology of the Arabic 

language to phonetize each letter in the text in an effort to use human expertise to solve this challenge. The 

percentage of words that are pronounced correctly is close to 92%. 

Statistical methods that estimate the probability distribution for any sequence are employed in the second 

category of diacritization approaches. These models use the dataset's frequency to assign probabilities to word 

as well as character sequences. The fact that it does not require linguistic understanding is the main advantage 

of this statistical technique in solving the diacritization problem. Having said that, massive annotated datasets 

are a prerequisite. 

Within this class of statistical methods, the Hidden Markov model is a popular choice. Using the connections 

between letters as well as their diacritics, HMM simulates the sequential structure of Arabic text. To create 

Arabic diacritics, Gal [6] used a method based on Hidden Markov models. His method restored 86% of the test 

set's words with diacritization, with a particular emphasis on short vowels. 

Using a unique strategy, Hifny [7] suggested an automatic diacritization system that combines dynamic 

programming with a smoothing-enabled n-gram language model. Hifny trained as well as tested his model using 

the Tashkeela dataset [8]. He found that his method had an 8.9% word mistake rate when end-cases (syntactic 

diacritics) were included, as well as a 3.4% rate when they were excluded. Automatic diacritical marking of 

Arabic text also makes use of several neural network types. In order to produce correct diacritization, Fadel et 

al. [9] utilized Long Short-Term Memory (LSTM) networks to capture long-term dependencies in Arabic text. 
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The last type of system is the hybrid, which combines linguistic knowledge with other methodologies, such as 

machine learning techniques. The fact that these methods are governed by language-specific regulations 

suggests that hybrid systems are more likely to provide better results. An approach based on maximal entropy 

was presented by Zitouni et al. [10]. Their approach takes into account features of lexical as well as parts-of-

speech labeling.  

3. Method 

The objective of algorithms that automatically diacritical-signify Arabic text is to anticipate the appropriate 

diacritical mark for every letter within the text. There are primarily two approaches to the problem of diacritical 

marking in Arabic texts. The first approach views the issue as a classification problem, while the second views 

it as a model for translating sequences into sets [11]. Our proposed sequence-to-sequence model in this paper is 

based on a modified transformer. 

 

Figure 1. A sequence-to-sequence concept for diacritical markings in Arabic texts 

3.1. Sequence to sequence model 

Artificial intelligence as well as natural language processing have made great strides forward using the 

transformer concept. Since its introduction in a landmark study [3] in 2017, the transformer architecture has 

grown to become the bedrock of contemporary deep learning. A unique feature of the transformer is its attention 

mechanism, which enables it to handle data sequences (such as images or text) with exceptional precision as 

well as efficiency. By using an attention mechanism, the model is able to efficiently capture complex 

dependencies as well as interactions by weighing the value of distinct parts inside a sequence. With the help of 

attention mechanisms, models are able to encode information more efficiently by focusing on pertinent portions 

of the input as well as assigning different levels of value to various input items. 

Thanks to its parallelizable architecture, the transformer has become an industry leader in machine translation 

as well as sentiment analysis, capable of handling massive datasets as well as complicated jobs. A key 

component of contemporary deep learning architectures, this method has greatly improved neural networks' 

capacity to process sequential data. While processing sequences, models can zero down on particular portions 

of input data thanks to the attention mechanism. The transformer has changed the face of artificial intelligence 

research as well as applications in many different fields, demonstrating its adaptability beyond the realm of 

natural language understanding.  
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Figure 2. The attention block 

Figure 1 shows the sequential model that we apply for Arabic text diacritization. This model makes use of the 

attention mechanism. A linear layer, as well as a Softmax nonlinearity, are its subsequent components, after an 

input embedding layer as well as four attention blocks. Figure 2 shows the organization of the attention blocks. 

An activation using ReLU, a multi-head self-attention block, as well as a normalizing layer make it up. Each 

multi-head attention system's output for an input vector x is provided by [3]:  

softmax (
Q KT

√𝑑𝑘
) V              (1) 

Q, K, as well as V, are vectors corresponding to linear projections of the input x, as well as their dimension is 

denoted by 𝑑𝑘. In a transformer encoder, the input sequence is used to produce a set of key-value pairs that are 

then used by the self-attention mechanism. The attention output is the weighted sum of the values that it 

calculates according to how similar a query is to the related keys. Projecting the input sequence into lower-

dimensional spaces via learnable linear transformations yields the query, keys, as well as values. 

The attention block from the first transformer model has had several tweaks applied to it. A feedforward network 

as well as a second normalizing layer are not utilized. Rather, following the multi-head attention process, we 

employ a straightforward ReLU activation. In addition, the multi-head attention is preceded by the normalizing 

layer. With these updates, we want to maintain the model as lightweight as well as compact as feasible without 

sacrificing performance for the current situation.  

3.2. Sampling 

We adopted a new sampling technique that prioritizes samples with a greater loss value to shorten the training 

period. To do this, we start by giving each sample the same chance, i.e. 

𝑝𝑖 =
1

N
;   𝑖 ∈ 1 …  𝑁                 (2) 

N signifies the total number of objects that make up the training set. Following each training cycle, we adjust 

the sample probability such that it equals the loss value of the samples used in that cycle: 

𝑝𝑗 = 𝑙𝑜𝑠𝑠(𝑥𝑗) ;    𝑥𝑗 ∈ batch items  (3) 

Next, we sample for the subsequent iteration after normalizing the probability array p. It is more likely that 

samples that are not fully learned will be used when this sampling strategy is used. Using this technique to 

diacritize Arabic text is demonstrated in the results section that follows. 
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4. Experiments as well as results 

Here we showcase the datasets, model hyperparameters, as well as experimental outcomes of the suggested 

model. This is the first attention-based model that has been trained specifically for diacritization of Arabic text, 

as far as we are aware. 

4.1. Dataset 

It is difficult to create high-performing models because of the scarcity of datasets that adequately train 

algorithms to handle Arabic diacritization. For this study, we used two datasets: one from the Linguistic Data 

Consortium's Arabic Treebank Part 3 (ATB3) as well as the other from the Tashkeela Corpus, which includes 

diacritized Arabic text from 97 Classical Arabic books as well as 293 Modern Standard Arabic novels. 

Diacritic omissions, excessive diacritics, inconsistent placement of Fathatan marks, mispositioned newline 

characters, variable Unicode representations, as well as foreign language characters are some of the limitations 

of Tashkeela, which is mostly made up of online books. In order to tackle these problems, researchers have 

utilized several filtering methods to extract more precise datasets, as shown in [9] as well as [12]. They have 

also utilized the improved Clean-50 as well as Clean-400 datasets to provide a comparison with the most recent 

research in this field. The word count in the first dataset is 16,854,689. The word count in the second dataset is 

2,103,071. Keep in mind that the Clean-50 dataset has 50,000 training sequences as well as two sets of 2,500 

validation as well as test sequences; when training with the Clean-400 dataset, the same validation, as well as 

test sequences, are utilized. 

An Nahar, a Lebanese newspaper, contributed 599 separate newswire pieces to the massive ATB3 collection. 

There are syntactic treebank annotations, part-of-speech morphological annotations, as well as around 400,000 

tokens in the corpus. Many studies in Arabic NLP use the ATB3 dataset for things like automatic content 

extraction as well as information retrieval. We use the identical validation as well as test subsets from the Clean-

50 dataset for training the model using this dataset. 

We separate the characters in these datasets into two sets: one set of alphabet letters without diacritics as well 

as another set of letters with diacritics. The procedure takes in undiacritized sequences as input as well as outputs 

diacritized sequences. The model is fed both sequences after they are encoded. 

There are two main parts to our model experiments, just like in any other machine learning job: training as well 

as testing. The training process involves teaching the model to anticipate the diacritical markings that will 

accompany each letter sequence. During testing, we use the predicted diacritics from the model.  

Table 2. Possible diacritic combination for each letter 

Output Diacritics 

Fatha   َ 

Fatha+Shadda   َ  َ 

Damma   َ 

Damma+Shadda   َ  َ 

Kasra   َ 

Kasra+Shadda   َ  َ 

Fathatan   َ 

Fathatan+Shadda   َ  َ 

Dammatan   َ 

Dammatan+Shadd   َ  َ 

Kasratan   َ 

Kasratan+SHadda   َ  َ 

Sukun   َ 

Shadda   َ 

No Diacritic No Diacritic 
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You may mix as well as match diacritics, as the diacritic Shadda is one of them. Also, not all letters in a 

diacritized text will have a diacritic, so we'll need an additional code to account for those that don't. Accordingly, 

we employ fifteen distinct output values, as shown in Table 2. 

4.2. Evaluation metrics 

We use the diacritization error rate (DER) to measure the proportion of characters that are erroneously 

diacritized as well as the word error rate (WER) to measure the percentage of words that are incorrectly 

diacritized. These metrics are used to evaluate the performance of diacritization: 

 

DER =
No.of  incorrectly diacritized characters 

No.of all characters
                                      (4) 

 

  

WER =
No.of  incorrectly diacritized word 

No.of all words
                                            (5) 

 

Because Arabic allows for the morphing of more than one element of speech into a single neighboring token, it 

is not easy to define words in this language. Using white space to divide text into words simplifies things as 

well as is consistent with previous studies. 

4.3. Setup as well as results 

Four attention bricks make up our transformer model, as shown in Figures 1 as well as 2. There are 48 multi-

head attention layers, with a size of 16, as well as a sequence block size of 128. This yields an embedding size 

of 768. We used the Adam optimizer with a batch size of 14 during training. 

We ran multiple experiments to evaluate the model after training it with the Clean-50 as well as Clean-400 

datasets. Table 3 reports that, when compared to prior work, our model has the best DER of 1.37% as well as 

the best WER of 3.72%. A small improvement compared to the top work using the Tashkeela dataset has been 

achieved. This shows that the diacritization accuracy improves with a bigger as well as more precise dataset. 

The ATB3 dataset, in particular, does not produce as respectable findings as the Clean-50 as well as Clean-400 

datasets. The main reason for this difference is that the ATB3 dataset was not created with diacritization tasks 

in mind. In light of this, it is clear that diacritization requires big, high-quality datasets.  

Table 3. Comparing our work with other studies 

System Dataset DER WER 

Zitouni et al. [10] ATB3 5.5 18 

Habash and Rambow [13] ATB3 4.8 14.9 

Rashwan et al. [14] ATB3 3.8 12.5 

Said et al. [15] ATB3 3.6 11.4 

Fadel et al. [16] Tashkeela 2.18 4.44 

Abandah et al. [17] ATB3 2.46 8.12 

Madhfar and Qamar [18] Tashkeela 1.13 4.43 

Karim and Abandah [12] 
Tashkeela-50k 2.08 5.54 

Tashkeela-400k 1.45 3.89 

This work 

Tashkeela-50k 2.03 5.46 

Tashkeela-400k 1.37 3.72 

ATB3 2.39 7.23 

Over time, we monitored how well each iteration performed. With the Clean-50 as well as Clean-400 datasets, 

the model's validation accuracy is shown in Figure 3 as a function of the training iteration. We halted training 
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after 950,000 iterations, when the validation accuracy reached a stable value of approximately 0.98, as accuracy 

improved during training. 

 

Figure 3. Model validation accuracy using the Clean-50 as well as Clean-400 datasets during training 

4.4. Overlapping windows 

We can see that the model's error rate is larger at the beginning as well as at the conclusion of the sequence 

when we plot the DER of specific points in the model's output. Figure 4 shows the model's accuracy as a function 

of position output for the Clean-50 dataset. Depending on where you look at the graph, you may see how well 

a transformer model predicts the output. This finding suggests that accuracy is best in the midst of a series as 

well as worse at its beginning as well as conclusion. 

 

Figure 4. Test accuracy in accordance with position in the output 

This points to a possible restriction in dealing with sequence boundaries as well as implies that the model works 

better with places that gain more contextual knowledge. So, to make the most of the model's input, it's best to 

split the text into overlapping windows. This method divides the input text into smaller pieces as well as displays 

them in windows, with each window containing a bit of the one before it. Due to the overlapping nature, crucial 

context from neighboring text parts is maintained between windows. 
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Figure 5. Test accuracy with respect to the output's location using the Clean-40 as well as Clean-400 datasets 

Because transformer models often have input restrictions of a limited length, this method helps to reduce the 

problem of context loss. Improving performance is the end result of the model's efforts to preserve semantic 

meaning across boundaries. This allows the model to generate better predictions by considering the relationship 

between nearby tokens. A model trained with Clean-50 can have its DER reduced to 1.64 as well as a model 

trained with Clean-400 to 1.21 if we ignore the top as well as bottom six positions in the outputs as well as use 

only the nearly flat portion of the curve in Figure 4. This will result in an accuracy similar to that shown in 

Figure 5. The methods listed in [19-41] can be used to advance this research. 

5. Conclusion 

Our transformer-based model for automatic Arabic text diacritization beats both neural as well as rule-based 

systems by a wide margin in this study. Our model achieves a Diacritic Error Rate of 2.03 on the Clean-50 

dataset as well as 1.37 for the model trained with the Clean-400 dataset by utilizing the attention mechanism, 

effectively addressing the intrinsic complexity of Arabic orthography. In lengthy text sequences, when 

contextual information is rich as well as the DER approaches 1.21, the results show that the model can correctly 

restore diacritics with big clean datasets. We show that transformer-based designs can improve Arabic natural 

language processing (NLP) in many ways, including diacritization as well as other tasks that call for 

sophisticated linguistic knowledge. Optimizing the attention mechanisms as well as investigating bigger as well 

as more varied datasets should improve the model's performance in future studies, making this technique 

applicable to a wider variety of Arabic language processing tasks. 
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